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1. Introduction

The vast majority of embedded systems are control-dominated systems and
traditionally designers specify them using only a state-oriented model, such as FSMs.
However, real-time embedded systems are getting quite complex, which implies that a
different approach is necessary. The system specification has to fulfil several
requirements, namely support for concurrency, timing constraints, hierarchy, data and
control flow, and distributed computations.

Thus, for modelling more aspects of the systems (namely, data and function), it is
important to consider genuine multiple-view models. There is also absolutely no
doubt that IT organisations can improve efficiency and productivity if they share the
same notation. In this context, the authors recommend the utilisation of some UML
views to specify embedded systems, because it is a notation that covers the most
relevant modelling aspects of systems and it is an OMG standard.

Figure 1. The HIDRO lines.

This paper focus mainly on the analysis phase, describing a UML-based approach for
designing complex embedded systems, and specifically the usefulness of using shobi-PN v2.0
specifications, a Petri net extension, for modelling the dynamic behaviour. A relative complex
case study is used to show the usefulness of the suggested specification approach.

HFs tunningrepairing start-up mounting control engraving packaging

γ

χζ

γ

χζ

robot

LA LB LC LD LE LF

eαα      eββ        eδδ   eεε

eλλ

transfer
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The diagrams shown in this paper are all relative to the Blaupunkt-Bosch’s car
radios production lines (HIDRO lines) controller (fig. 1), which is one of the several
complex embedded systems that the authors have used, as real case studies, to validate
the proposed methodology.

2. UML

UML is a general purpose modelling language for specifying, visualising,
constructing and documenting the artefacts of software systems, as well as for
business modelling and other non-software systems (Booch et al., 1999). As a
standard language for defining and designing software systems, UML is being
progressively accepted as a language in industrial environments. UML is meant to be
used universally for the modelling of systems, including automatic control
applications with both hardware and software components, so the authors believe that
it is an appropriate choice for embedded systems. To confirm the usefulness of UML
for this engineering field, several research teams (Douglass, 1998; Lyons, 1998;
Lanusse et al., 1998; McLaughin et al., 1998; Kabous et al., 1999; Jigorea et al.,
2000) have also adopted UML as the notation for specifying embedded systems,
which means that this notation is gaining widespread acceptance and usage within this
community.

The main views used by the authors for specifying the system are captured by the
following diagrams: (1) use case diagrams are used to capture the functional aspects
of the system as viewed by its users; (2) object diagrams show the static configuration
of the system, and the relations among the objects that constitute the system;
(3) sequence diagrams present scenarios of typical interactions among the objects that
constitute the system or that interact with it; (4) class diagrams store the information
of ready-made components that can be used to build systems and specify the
hierarchical relationships among them; (5) Petri nets (shobi-PN v2.0) are used to
specify the dynamic behaviour of some objects/classes.

Although the OMG's Real-time Analysis and Design working group has not come
yet with a final proposal for directly incorporating real-time concepts into the UML
standard (namely in what concerns the syntax for the OCL language), the authors are
using UML for dealing with hard real-time systems. Up to now timed sequence
diagrams and Oblog syntax have been used for the specification of the canonical
latency and duration constraints, which are viewed as composites for more accurate
categories of timed requirements (for performance and safety constraints
specification).

2.1. Use Case Diagrams

A use cases diagram is considered to be a powerful and useful technique for capturing
the user's requirements. It is an easy-to-read diagram that divides the system in its
functional points. A use case can be understood as a functionality or service that the
system offers to its users.
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The authors propose an extension to UML by adding a new property to use cases,
that was designated reference. New properties are added in UML by tagged values, so
each use case can have a reference that follows a numbering scheme similar to the
traditional DFD numbering. Each use case at the system-level is assigned a reference
(example: ref=2), and if this use case is refined by other sub-use cases, each of these
will have a reference that uses the super-use case as a prefix (example: ref=2.3). This
numbering scheme can be repeated to any depth and it helps those involved in the
project to relate all use cases diagrams and will be also used during the transition from
use cases to objects to ease the mapping between both models.

Fig. 2 shows the system-level (or top-level) use cases diagram of the HIDRO lines,
where it is possible to visualise which actors perform which functionalities. Since use
cases have different impact on the final system, they must be ranked taken into
consideration their importance to the main functionality of the system. This allows the
project to follow a risk-driven process, where the most important or complex
functionalities of the system are first tackled, leaving the less important ones to be
treated later.

Figure 2. Use case diagram.

2.2. Object Diagrams

Object diagrams are also an important technique to show the components that
constitute the system. Transforming the use cases that divide the system in a
functional way into objects is a critical task, since usually there is no direct mapping
from use cases to objects. Thus, a strategy, composed of some guidelines, is needed to
guide the developers of the system on how to transform use cases into objects. There
are some approaches for transforming the use cases diagrams into object diagrams,
but the majority of them is based on personal feelings and some kind of magic. The
authors have defined a systematic strategy, based on the object types (interface, entity
and control) presented in (Jacobson et al., 1992), for finding the objects of a given
system based on its use cases. This strategy is called 4-step rule set and has been
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published in (Fernandes et al., 2000). Fig. 3 depicts the object diagram obtained by
the application of the 4-step rule set strategy to the use case diagram of fig. 2.

Figure 3. Object diagram of the HIDRO lines system.

2.3. Sequence Diagrams

The proposed methodology uses sequence diagrams as an intermediate format to
specify the system’s dynamic behaviour. Sequence diagrams correlate several objects
in a particular scenery, that corresponds to a part of each object’s life cycle. Its is also
possible to inscribe timing constrictions in the sequence diagram. Fig. 4 shows one
sequence diagram of the HIDRO lines system.

Figure 4: Sequence diagram.
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The authors’ methodology allows the use of UML non-standard sequence
diagrams, that are called scenery diagrams. These diagrams are very useful when the
pictorial representations of the data path/plant’s control sub-sequences are relevant for
a thoroughly understanding of the controller’s behaviour. In fig. 5 it is possible to
observe a scenery diagram of the HIDRO lines.

Figure 5: Scenery diagram.

The methodology also proposes the use of non-standard data path/plant diagrams
for data path/plant’s resources static specification, since UML does not define any
diagram for that. These diagrams are needed to understand the pictorial representation
of the data path/plant’s resources involved in the scenery diagrams.

3. Petri Nets

For the system’ components that have a complex or interesting dynamic behaviour, a
state model can be specified. UML has two different meta-models for this purpose:
STATECHARTS and activity diagrams. Although these two meta-models present many
important characteristics for reactive systems, namely concurrency and hierarchy,
they do not allow an elegant treatment of the data path/plant resources management
and the specification of dynamic parallelism. These are two crucial necessities for
complex, distributed and parallel embedded systems, since different parts of the
system may try to access simultaneously the same resource. SPECCHARTS are also
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another interesting state-oriented meta-model for specifying and designing embedded
systems (Gajski et al., 1994).

For control embedded systems, the application of Petri nets (PNs) to the
specification of the behavioural view can benefit from a huge amount of available
research. The designer can choose, among several PN meta-models, a specific one
intentionally developed to deal with the semantical specificities of that kind of
systems, like the ones referred in (Kleinjohann et al., 1997; Sgroi et al., 1998).

PN is a mathematical meta-model that can be formally analysed and for which
several implementation techniques are available. In this context, the authors have
developed an extended PN meta-model, designated shobi-PN, to specify the reactive
behaviour of the system’ components instead of using the “STATECHARTS + activity
diagrams” UML proposal.

3.1. The shobi-PN v1.0

The traditional synchronous and interpreted PN meta-model (SIPN) was developed,
aiming just the specification of the control part of the system: the data path/plant of
the system can not be described with the mechanisms available on the meta-model. To
overcome this limitation, the shobi-PN v1.0 meta-model, which is an extension to the
SIPN model, was developed (Machado et al., 2000). The shobi-PN v1.0 meta-model
supports hierarchy and allows objects to be used for specifying the data path/plant
resources.

The shobi-PN v1.0 meta-model presents the same characteristics as the SIPN
meta-model, in what concerns synchronism and interpretation, but adds new
mechanisms by supporting object-oriented modelling ideas and new hierarchical
constructs, in both the control unit and the data path/plant. This meta-model embodies
concepts present in Synchronous PNs (David et al., 1992), Hierarchical PNs (Fehling,
1993), Coloured PNs (Jensen, 1992), and Object-Oriented PNs (Lakos, 1995). In the
shobi-PN v1.0 meta-model, the tokens represent objects that model data path/plant
resources. The instance variables represent the information that is processed on the
data path/plant and the methods are the interface between the control unit and the data
path/plant. Each token models a structure of the data path/plant. A node (a transition
or a place) invokes the tokens’ methods, when the tokens arrive at that node. Each arc
is associated with one or more colours which indicate the types of objects that are
allowed to pass through that arc. This means that, for each data path/plant structure,
there is a well-defined path on the PN.

Hierarchy can be introduced in the specifications in two different ways: (1) the
control unit is modelled by the PN structure, and to introduce the hierarchy on the
controller, macronodes (representing sub-PNs) may be used; (2) the data path/plant
resources are represented by the internal structure of the tokens, and the hierarchy can
be introduced by aggregation (composition) of several objects inside one single token
(a macrotoken) or by using the inheritance of methods and data structures.

Whenever several methods that use the same data structures are concurrently
invoked to a given token in different nodes, it is necessary to support a replica
mechanism. This mechanism allows a token to be replicated as many times as needed,
so that it is structurally possible to concurrently invoke methods to the same token,
but in distinct areas of the PN. This mechanism can be used as an elegant solution for
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a complex problem (the multiple-sourcing) that could be alternatively, but
inefficiently, solved at the algorithmic level, by changing the PN structure. This
mechanism becomes indispensable when the modelling of the data path by
hierarchical aggregation is not possible. The replica are the only solution to ensure the
parallelism inherent to the data path/plant structure, if the mechanism does not destroy
the tokens’ data structures consistency.

This shobi-PN v1.0 meta-model has been exhaustive used in several application
domains of medium complexity: industrial controllers (Machado et al., 1997b),
communication interfaces (Machado et al., 1998a), and micro-architecture of
processors (Machado et al., 1998b).

3.2. The shobi-PN v2.0

The use of shobi-PN v1.0 meta-model to specify the behaviour of the level 2
controller of the HIDRO production lines has revealed some semantical fragilities of
that modelling approach, namely when it is mandatory to assure: (1) the violation of
levels of structural hierarchy by the introduction of tokens/objects in arbitrary zones
of the PNs (this is very useful when, for some specific objects, it is crucial to bypass
some levels of the controller’s hierarchy); (2) the creation and destruction of objects
for momentary reference of objects that are external to the system; (3) the
manipulation of the original (genuine) objects and not the eventual replica that the
dynamic execution of the PNs can create (this is vital to deal with critical regions in
the control of multiple accesses to shared resources - for instance, the elevators in the
HIDRO lines case study).

To solve this three kinds of detected problems, the authors have extended the
shobi-PN v1.0 meta-model (which has originated the shobi-PN v2.0 meta-model) by
defining: (1) a generalised arc set (GAS) which allows the use of 16 different types of
arcs, each one with specific syntactic and semantic properties within the
shobi-PN v2.0 meta-model; (2) the concept of asynchronous macro-transition (AMT)
as an auxiliary mechanism to the GAS, to solve the specific problem of the violations
of the structural hierarchy’s levels. Fig. 6 shows one shobi-PN v2.0 specification net
of the HIDRO production lines level 2 controller.

The tokens/objects that must appear in the shobi-PN nets are found by calculating
the system high-level object diagram, obtained by applying to the global object
diagram (fig. 3) one filtering and collapsing technique, also developed by the authors
(see fig. 7).

4. Tools

From a pragmatic point of view, a methodology for developing systems can only be
useful for its users if there exist tools supporting the development tasks. The proposed
methodology is an on-going project, but there are already some tools available for the
developers.

A graphical environment was developed to allow animation/simulation which
generates UML sequence diagrams. These diagrams are built from the system
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specification and allow the designers to compare them with similar diagrams
constructed previously in co-operation with the system’s customers.

Figure 6: A shobi-PN v2.0 specification net.

This eases the methodology to follow the operational approach (Zave, 1984),
which permits the customers to validate their requirements directly from the system
specification (i.e. without having to fully develop a system prototype or even the
system itself). If some errors are detected, the system specification can be modified
prior to the implementation phase, which greatly reduces the development costs and
increases the system’s correctness. Other tools are under development, namely
graphical editors (for specifying the systems) and compilers (for automatically
generating C code for the MCS-51 compatible microprocessors). A preliminary
version of all this tool-set is expected to be available very soon. This tool-set is the
descendant of the one authors have presented in (Machado et al., 1997a), i.e. it
supports directly the shobi-PN meta-model, using the Oblog language
(www.oblog.com) as the implementation support.
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Figure 7: High-level object diagram of the HIDRO lines.

5. Conclusions

This paper presents the general characteristics of a UML-based methodology to
support the design of complex embedded systems. The authors defend the use of
PN-based behavioural specifications, instead of using the UML STATECHARTS and
activity diagrams. In this context, the shobi-PN v2.0 meta-model was generally
explained, in what concerns the usefulness of its GAS and AMT concepts. This paper
also shows the simulation environment the authors have developed to directly support
the design of complex embedded controllers. All the UML standard and non-standard
diagrams shown in this paper are relative to the Blaupunkt-Bosch’s auto radios
production lines. As a typical example of a complex embedded system, the controller
for this production line has been used by the authors to validate their methodology.
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